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A B S T R A C T

Models for energy loss in XPS are reviewed. We start with rigorous models to describe the fundamental interaction of the electric fields from both the core-hole and the moving electron with the many-electron system of the solid and including also the influence of the surface and the interaction that takes place while the photoelectron moves in the vacuum. We then discuss the development of progressively simpler descriptions where different aspects of the rigorous model are treated approximately or ignored. These descriptions are less accurate but much more useful for practical data analysis. Applications for nano-scale quantification, non-destructive depth profiling and 3D imaging are discussed. The accuracy of the theory is in all parts validated by comparison to experiments.
1. Introduction

X-ray photoelectron spectroscopy (XPS) is probably the most used method for quantitative characterization of elements at surfaces on the nano-meter depth scale [1,2]. The reason is that the typical distance \( \lambda \) between inelastic-scattering events for electrons of energies between 100 and 2000 eV (which are typical for XPS) is of the order of 1 nm [3–6]. If elastic scattering is neglected, measured emitted electron intensities \( I(z) \) are then attenuated exponentially as a function of distance \( z/\lambda \cos \theta \) to the surface according to

\[
I(z) = I_0 e^{-z/\lambda \cos \theta}
\]

where \( \theta \) is the angle of emission with respect to the surface normal. With \( \lambda \sim 0.5–2 \) nm, XPS is thus ideal for the study of the outermost few nm.

It turns out that the presence of the surface may cause considerable changes in the energy loss spectrum as well as in the peak intensity [7–9]. The change in peak intensity can conveniently be described by a simple parameterization where the surface excitation is expressed as the extra probability for an energy loss event when the photoelectron crosses the surface. This effect is not huge but has received considerable interest in the past few years [10–16].

For quantitative XPS it has been, and still is, quite common to assume that the peak intensity is representative for the amount of atoms that are on or in the near-surface region. This is however far from being the case. The fundamental flaw is clear from Fig. 1 [17]. In the right-hand panel, model spectra of Au4d have been calculated for different depth distributions of a 1 nm thick gold layer. The same amount of Au atoms gives a hugely varying intensity because electrons excited at larger depths have a smaller probability (by Eq. (1)) of surviving at the peak energy but are likely to lose energy and end up at lower energies in the spectrum. This is clearly seen as an increase in the intensity below the peak energy and a corresponding decrease in the Au4d peak intensity as the 1 nm thick gold layer is buried at increasingly larger depths. The left-hand panel shows model spectra of Cu2p corresponding to four different surface morphologies of Cu atoms in an Au matrix. The XPS peak intensity from all four solids is identical although the surface compositions are very different. Analysis of these spectra under the assumption that the surface concentration is proportional to the peak intensity, would result in an inaccurate quantification as the true concentration at the surface could be anywhere from 0% (as in (c) and (d)) to 100% (as in (a)) and the true total amount of copper material within the surface region could be anywhere from the equivalent of 1.1 A (as in (a)) or 10 A (as in (c)) or even higher (as in (d)). These two examples show that there is actually very little change in the energy spectra in the two-step model, where the excitations in the third step are replaced by the bulk excitation function from first-principles quantum-mechanical descriptions [29–42]. A more feasible semi-classical model [9] has been used in recent years [42–45] in which the interaction of valence electrons with the field from both the static core-hole and the moving photoelectron is described by the dielectric function of the medium. With this model, extensions beyond the nearly free-electron-like materials are straightforward because the only input in the calculations is the dielectric function. A major step forward in the practical application of this model has been the parallel development of methods to deduce the dielectric function from experimental Reflection Electron Energy Loss Spectra (REELS) for solids of any composition and even from nanometer thin films [8,46–48]. This dielectric-response XPS model has been shown to describe experimental XPS quantitatively quite well [9,42–45]. User-friendly software has been developed [49] which facilitates the calculations and this is useful for investigations of the fundamental excitation mechanisms in XPS. But this is still a fairly complex analysis procedure which is not useful for practical, routine XPS analysis.

The description of XPS becomes much simpler if one assumes a complete decoupling of intrinsic, extrinsic, surface effects and excitations when the electron moves in the vacuum. In this model, the photoemission process is considered to be separable into two or three processes, i.e. first the core-electron is excited followed by the second step in which the electron is transported to nearby the surface and finally, in the third step, it escapes through the surface region and travels in the vacuum to the electron energy analyzer. A further simplification is obtained in the two-step model, where the excitations in the third step are replaced by the bulk excitation cross-section for paths up to the surface–vacuum interface and the excitations while the electron travels in the vacuum are ignored. Although the extrinsic/intrinsic contributions to the energy-loss structure vary considerably with energy, geometry and depth, it turns out that the two-step model is valid to describe the changes in both peak intensity and energy loss structure caused by variations in the depth distribution of excited electrons.

To calculate the change in the energy spectra in the two-step model, it is necessary to know the inelastic-scattering cross-
Fig. 1. Left panel: four widely different surface and near-surface distributions of Cu atoms in and on Au that give identical Cu XPS peak intensities, but quite different inelastic backgrounds, from [17]. Right panel: Au4d spectra from samples where the same 1 nm thick Au film is placed at increasingly larger depths in a Cu matrix.

section. This may be calculated from the dielectric function [7,50] of the solid or by analysis of a REELS spectrum [51,52]. However in practical samples, the composition varies along the path the electron follows which complicates the description considerably and the introduction of the concept of Universality classes of cross-sections [53,54] was an important step for practical modeling of the energy loss in XPS. Although these will not account for the finer details, they turn out to be sufficiently accurate to describe the main changes.

Rigorous algorithms to calculate the XPS energy spectra within the two-step model were developed a long time ago [17,18,20–23,55,56]. From this, quite detailed quantitative information can be determined from the XPS spectra. There are two different but equivalent approaches for quantitative nano-composition analysis within the two-step model. Either one starts with an intrinsic spectrum and calculates the changes due to extrinsic energy loss and compares the resulting spectrum on an absolute scale to the measured XPS (software to simulate this energy loss is available [57,58]). The extrinsic contributions will vary with the depth distribution of photoemitting atoms and by trial and error this depth distribution is determined. In the other approach, one corrects the measured XPS spectrum for the extrinsic contributions and determines the intrinsic XPS spectrum. This spectrum can be compared to a standard spectrum determined from analysis of a spectrum from a sample with known depth distribution. Usually (but not necessarily), a sample with homogeneous depth distribution is used. Again the depth distribution of atoms is varied until a good match between the two intrinsic spectra is obtained.

User-friendly software [58] has been developed which makes this technique available also for the non-specialist. Since XPS is generally non-destructive and all information is found from analysis of a single spectrum, it is possible to monitor composition changes on the nano-scale as they happen. Thus it is very easy to follow the evolution of nano-structures as, e.g. more material is sequentially deposited onto a surface or to study the gradual change in morphology as a consequence of, e.g. chemical reactions or annealing.

Application of this formalism is, in principle, straightforward. However since operator interaction is necessary, it is not well suited for automated data processing. Automation is particularly important for routine analysis and in XPS imaging where thousands of spectra must be analyzed. Such an algorithm was suggested recently [59,60]. It provides quantitative information on the atom depth distribution as well as on the number of atoms within the outermost ~10 nm. Its validity has been tested experimentally [60] and it was recently shown to successfully provide quantitative 3D XPS images [61–63]. Besides the application in 3D nano-imaging it is expected that this algorithm will be useful in the development of expert systems for automatic XPS analysis.

The above topics will be discussed in this paper.

2. Photoelectron spectra

In the simplest interpretation of XPS, a one-electron wave function is used in the “sudden approximation” and the effects of the surface are neglected. Although this approach is not strictly valid (see below), many of the practical applications of XPS for quantitative determination of composition and depth profiles can actually be quite well explained by this model (see below). However, for a fundamental understanding of the photoelectron intensity and energy spectrum, it is essential to consider a model that includes many-electron and surface effects. The energy-loss structure originates from both the static core-hole created during the photoexcitation of the core-electron and by the excitations that take place during transport of the photoelectron in and out of the solid. The corresponding energy-loss processes are usually called “intrinsic” and “extrinsic” excitations. Intrinsic (also called shake-up) excitations can sometimes be seen as distinct peaks on the low kinetic energy side of the main photoelectron peak. Several models have been proposed in the past for evaluation of XPS spectral line shapes [9,29–42]. Most models have been based on a quantum-mechanical description of the perturbation induced by the photoexcitation process of the electron states of the solid. A review on this subject was recently reported [39]. This first-
principles approach has been extremely valuable to enlighten the fundamental mechanisms behind the photoexcitation process. But the complexity of this approach makes it impractical for calculations of XPS for solids other than the free-electron jellium-type solids (see example in the upper panel of Fig. 4 below). It is, however, only for a few solids that electronic excitations can be quantitatively described within this model and, in general, it is insufficient. A method which makes calculations practically manageable for general materials, was proposed in [9]. In this semi-classical model, the interaction of the medium with the core-hole and the effect of the surface, as well as the excitations that take place during transport of the electron, are described by the complex dielectric function of the medium. A clear advantage of this dielectric-response description over the quantum-mechanical models, is that extensions beyond materials that can be described by the nearly free-electron model are straightforward because the only input in the calculations is the dielectric function. This is of paramount importance for practical applications because, as mentioned above, very few materials are well described within the free-electron model.

2.1. Dielectric-response model of XPS

The basic mechanism in the dielectric-response description is that the static core-hole as well as the moving photoelectron induces a potential in the medium. The photoelectron is in turn affected by this potential and this leads to energy-loss processes in which energy \( \hbar \omega \) and momentum \( \hbar k \) are transferred to the valence- and core-electrons of the solid. The variation in time and space of the induced potential is conveniently described by the complex dielectric function \( \varepsilon(k, \omega) \) of the medium. For an electron traveling in an infinite medium we define by \( K(E_0, T) \) the differential inelastic electron scattering cross-section, i.e. \( K(E_0, T) dR dT \) is the probability that an electron of energy \( E_0 \) will lose energy in the interval \( T, T+dT \) after having traveled a path length \( dR \) in the solid. This is given by

\[
K(E_0, \hbar \omega) = \frac{1}{\pi \alpha_0 E_0} \int \frac{dk}{k} \text{Im} \left\{ \frac{1}{\varepsilon(k, \hbar \omega)} \right\}
\]

where \( \hbar \omega = T, E_0 \) is the initial energy of the electron, \( \alpha_0 \) is the Bohr radius, and \( k \) is the wave vector transferred from the electron. \( k = (2m/\hbar^2)^{1/2} [\epsilon_0^{1/2} \pm (E_0 - \hbar \omega)^{1/2}] \) are the limits of integration over \( k \), imposed by energy and momentum conservation in the inelastic-scattering process.

The complex dielectric function of the medium is conveniently described by an expansion in terms of oscillators \([52,64]\):

\[
\text{Im} \left\{ \frac{1}{\varepsilon(k, \hbar \omega)} \right\} = \theta(\hbar \omega - E_g) \sum_{i=1}^{n} \frac{A_i \gamma_i \hbar \omega}{\left( \hbar \omega_0 + \alpha_i \gamma_i^{2} \hbar \omega + 2 \gamma_i \hbar \omega \right)^2}
\]

where \( A_i, \gamma_i \), and \( \hbar \omega_0 \) are the strength, width and energy position of the \( i \)th oscillator. The dispersion for each oscillator is \( \alpha_i \). For a free-electron-like material such as Al, \( \alpha_i = 1 \), while \( \alpha_i \sim 0 \) for core-electrons and for wide-gap insulators like \( \text{SiO}_2 \) \([65,66]\) because of the typical weak \( k \)-dispersion for the corresponding electron energy bands. The step function \( \theta(\hbar \omega - E_g) \) is included to simulate the effect of a possible energy gap \( E_g \) because no energy-loss processes are possible for \( \hbar \omega < E_g \). Eq. (2) describes the energy-loss processes of an electron moving in an infinite medium.

Fig. 2 shows schematic representations of different situations in which an electron interacts with the surrounding valence electrons in the medium near a surface \([42,67]\). Thus, Fig. 2a shows a static situation where the charge of an electron at rest is screened by the surrounding electrons of the solid and an electric field is set up. Fig. 2b shows the situation where the electron is moving in the solid and the screened charge lags behind the moving electron. This gives rise to a time-varying electric field and the electrons of the solid may interact with this field and be excited to states at higher energy. The excitation energy is taken from the moving electron which, in turn, loses energy. Fig. 2c shows the situation where the electron is approaching the surface. Here the spatial extension of the electric field is modified by the presence of the surface. After the electron has left the surface it will still induce charge redistributions in the solid and the electron will interact with this field and may thus still lose energy while it moves outside the solid in the vacuum as in Fig. 2d. Fig. 2e shows the situation where there is a static core-hole left behind at the point of excitation corresponding to a photon excited core-electron. The photoelectron will interact with the electric field from this static positive charge in the first few angstroms as it moves away which, in turn, will change the probability distribution for energy loss.

2.1.1. Effects of the core-hole and of the surface

In the semi-classical model \([9,42,67]\) based on a dielectric description of the electron energy losses of a photon excited core-electron, it is assumed that an electron-hole pair (both considered as point charges) is created at a given depth inside a semi-infinite medium, characterized by a dielectric function \( \varepsilon(k, \omega) \). The calculation applies the “specular reflection model” \([68,69]\) which allows one to solve the electrodynamical problem with the proper boundary conditions for the electric potential and field at the surface–vacuum interface. The geometry of the situation is defined in the inset in Fig. 3. The core-hole is assumed to be static with infinite lifetime, i.e. it remains at a fixed location forever after being created at time \( t = 0 \).

Fig. 3 shows a cross-section for emission in XPS \((\text{Si, } E_0 = 1000 \text{ eV, normal emission, } x_0 = 10 \text{ Å})\). The contribution to the losses induced by the static core-hole has been isolated from that of the moving photoelectron, from \([67]\)
The photoelectron escapes from the semi-infinite medium with a velocity \( v \) in a rectilinear trajectory. Within this model, one defines an effective inelastic-scattering cross-section \( \kappa_{\text{eff}}(E_0, \hbar\omega; \varepsilon, \theta, x_0) \) in terms of the induced potential. \( \kappa_{\text{eff}}(E_0, \hbar\omega; \varepsilon, \theta, x_0) \) is defined as the average probability that a photoelectron excited at depth \( x_0 \) with energy \( E_0 \) shall lose energy \( \hbar\omega \) per unit energy loss and per unit path length while traveling in the specified geometry. The energy loss includes processes that take place after the electron has left the surface but the average is taken over the path length traveled inside the solid, i.e. \( x = x_0 \cos \theta \), where \( \theta \) is the angle to the surface normal. Neglecting angular electron deflection one gets [9]

\[
\kappa_{\text{eff}}(E_0, \hbar\omega; \varepsilon, \theta, x_0) = \left( \frac{2}{(2\pi)^2} \right)^{\frac{1}{2}} \int_{\varepsilon, \gamma} \Phi_{\text{ind}}(\mathbf{k}, \varepsilon, \theta, x_0) e^{i(kr - \omega t)} \, dt \, d^2 \mathbf{r}
\]

where \( \mathbf{r} \) is the position, \( \rho_{\text{ind}}(\mathbf{r}, t) \) the charge density of the escaping photoelectron, and \( \Phi_{\text{ind}}(\mathbf{k}, \varepsilon, \theta, x_0) \) the Fourier transform of the potential induced by the escaping photoelectron and the static core-hole in the semi-infinite medium.

The final expression for \( \Phi_{\text{ind}}(\mathbf{k}, \varepsilon, \theta, x_0) \), given in [9], has several terms which, from their dependence on the charge of the static hole, can formally be identified as being due to the static core-hole (denoted “hole” terms) and the rest which are independent of the hole (denoted “no-hole” terms) so that

\[
\Phi_{\text{ind}}(\mathbf{k}, \varepsilon, \theta, x_0) = \Phi_{\text{ind, no-hole}}(\mathbf{k}, \varepsilon, \theta, x_0) + \Phi_{\text{ind, hole}}(\mathbf{k}, \varepsilon, \theta, x_0)
\]

This is a formal division and it is not strictly possible to make this distinction because the different contributions interfere. More details and the precise expressions for the “no-hole” and “hole” contribution to the total induced potential can be found in [9]. The expressions are quite involved and will not be repeated here. It is common to denote those terms that are due to the potential \( \Phi_{\text{ind, hole}} \) as “intrinsic” and those that are due to the potential \( \Phi_{\text{ind, no-hole}} \) as “extrinsic”. With this identification, the total cross-section is decomposed in the form:

\[
\kappa_{\text{eff}}(E_0, \hbar\omega; \varepsilon, \theta, x_0) = \kappa_{\text{eff}, \text{extr}}(E_0, \hbar\omega; \varepsilon, \theta, x_0) + \kappa_{\text{eff}, \text{intr}}(E_0, \hbar\omega; \varepsilon, \theta, x_0)
\]

where \( \kappa_{\text{eff}, \text{extr}}(E_0, \hbar\omega; \varepsilon, \theta, x_0) \) is the sum of the terms that would disappear if the hole were not there and \( \kappa_{\text{eff}, \text{intr}}(E_0, \hbar\omega; \varepsilon, \theta, x_0) \) is the sum of the remaining terms. Note that with this separation into “intrinsic” and “extrinsic” excitations, these terms include the so-called “interference” effects that may be attributed to the interference between the fields from the core-hole and the moving electron. Since the interference effect diminishes the total energy loss, the intrinsic cross-section may be negative (see Fig. 3). The total cross-section is, however, always positive.

Fig. 3 shows an example of such a calculation [67] of the XPS spectrum from a photoexcitation of a Si core-electron to 1000 eV energy in a Si matrix at depth \( x_0 = 10 \) Å at normal emission. With the present notation, \( K_{\text{eff, \text{surf}}} = K_{\text{eff, \text{bulk}}} + K_{\text{eff, \text{surf}}} \), and \( K_{\text{intr}} = K'_{\text{XPS}} \), where the “extrinsic” and “intrinsic” contributions can each be estimated as a weighted average over the total pathlength \( x \) traveled by the electron inside the medium as

\[
K_{\text{eff, av}}(E_0, \hbar\omega; \varepsilon, \theta) = K_{\text{eff, av}}^{\text{extrinsic}}(E_0, \hbar\omega; \varepsilon, \theta) + K_{\text{eff, av}}^{\text{intrinsic}}(E_0, \hbar\omega; \varepsilon, \theta)
\]

where the “extrinsic” and “intrinsic” contributions can each be estimated as a weighted average over the total pathlength \( x \) traveled by the electron inside the medium as

\[
K_{\text{eff, av}}^{\text{extrinsic/intrinsic}}(E_0, \hbar\omega; \varepsilon, \theta) = \int_0^\infty W(E_0; \varepsilon, \theta, a) K_{\text{eff, av}}^{\text{extrinsic/intrinsic}}(E_0, \hbar\omega; \varepsilon, \theta, a) \, dx
\]

The weight function \( W(E_0; \varepsilon, \theta, a) \) takes into account the pathlength distribution of the electrons having suffered only a single inelastic-scattering event [42]. For comparison to photoemission experiments, the elastic peak must be included. If \( F(E) \) is the primary excitation spectrum, the model spectrum \( J(E) \) from a homogeneous sample corresponding to one inelastic-scattering event is given by

\[
J(E) \propto F(E) + \lambda \int_0^\infty F(E') K_{\text{eff, av}}(E_0, E' - E) \, dE'
\]

where \( E' - E = \hbar\omega \). In order to be self-consistent with the calculated \( K_{\text{eff, av}} \), \( \lambda \) is usually taken as the inverse of the area of \( K_{\text{eff, av}} \). Thus, \( J(E) \) represents the model XPS spectrum corresponding to a zero-loss peak \( F(E) \) together with the single inelastic-scattering contribution. In practice, \( F(E) \) can be taken as a mixed Gaussian–Lorentzian curve with a width given by the lifetime broadening of the excitation [42]. A software package is available that allows to do all these calculations [49].

In [38], the XPS dielectric-response model was compared to a quantum-mechanical calculation and Fig. 4 shows the comparison for Al and the dependence of the satellite spectra as a function

![Fig. 4. Bulk and surface plasmon satellite spectra in Al according to a quantum-mechanical model (top curves) and the dielectric-response model (bottom curves) at various energies and normal emission, from [38].](image-url)
of photon energy for normal emission. The surface contribution decreases relative to the bulk one, and the bulk peak becomes sharper with increasing energy. The trends roughly agree but the large broadening in the dielectric-response calculations, which is absent in the quantum-mechanical calculations, makes a quantitative comparison difficult [38].

2.1.2. Experimental verification of the dielectric-response XPS model

The validity of the dielectric model for the simulation of XPS spectral lineshapes has been investigated by comparison to experiments [9,42–44]. For example in [42] it was shown that the theory accounts well for the peak-shape observed in experiments [70] for angular dependence of the Al2s emission. The comparison is shown in Fig. 5 where the bulk and surface plasmons (at $\sim$15 and 10 eV, respectively) are clearly seen to depend strongly on the geometry, with the surface plasmon being more prominent for glancing emission angles.

The model calculations reproduces the absolute intensities as well as the shapes of both bulk and surface excitations for the whole series of experimental spectra taken at exit angles from 10° to 80°. The only fitting parameter in this model is the width of the elastic peak since the parameters that define the dielectric function were taken from independent experiments. The calculation scheme can easily be applied to other materials and experimental conditions. The only input in the calculations is the dielectric function which for a given solid may be taken from compilations [71] or it may be determined experimentally from a fairly simple analysis of REELS spectra using a dielectric-response model and accompanying software developed for this purpose [8,46,72].

In [42], the excitations were split into extrinsic and intrinsic contributions to the measured spectra. As was discussed above, these contributions are related to the electronic excitations due to the moving electron or to the core-hole, respectively. Fig. 6 shows that both extrinsic and intrinsic surface losses are enhanced with respect to the corresponding bulk losses at glancing emission angles. However, the change with angle of emission in the absolute contribution of extrinsic and intrinsic losses to $K_{\text{eff,av}}$ is different. For the “surface” losses (identified as the region around the peak at $\sim$10 eV), the “extrinsic” contribution to $K_{\text{eff,av}}$ accounts for more than 95% of the intensity for all studied angles of emission. Note that, as described above, the slightly negative intrinsic cross-sections in Fig. 6 are due to the “interference” effect [42].

For the bulk losses (identified as the peak at $\sim$15 eV and the accompanying tail) the relative intensity of “intrinsic” to “extrinsic” excitation varies with the emission angle. Thus $\sim$62% of the total area of the bulk plasmon is due to intrinsic losses at normal emission, while it is $\sim$35% at 80° [42]. The shape of the intrinsic losses is more step-like in shape being very asymmetric with excitations that extend to much larger energy losses than the extrinsic losses (see Fig. 6). This shows that the characteristic asymmetric shape of the bulk plasmon peak which is observed in experiments is caused by the intrinsic contribution to the bulk plasmon while the extrinsic bulk plasmon has only a small asymmetry towards higher energy loss. The spectra taken at glancing angles have less intrinsic losses than those at normal emission. This is easily understood since, for
glancing angles the photoelectron loses more energy (to extrinsic excitations) while it moves in the vacuum above the surface where it interacts for a longer time with the electrons in the solid compared to an electron being emitted normal to the surface. Therefore the relative contribution of intrinsic excitations decreases with increasing emission angle. This is also likely to be the explanation why the surface excitations are almost purely extrinsic for all angles of emission because the extrinsic excitations that take place as the electron travels in the vacuum occur mostly at the surface plasmon energy [42].

Fig. 6 and Refs. [9,42,67] show that the extrinsic/intrinsic contributions to the energy loss structure vary considerably with energy, geometry and depth, and it is not strictly possible to separate the excitations due to the hole, the moving electron, and the effect of the surface. However, as it turns out, for energies >100 eV, this is in fact a useful and valid model to describe the changes in peak intensity and energy loss structure caused by variations in the depth distribution of excited electrons. It is these changes that are most important for practical quantitative XPS. This model will now be discussed.

3. The two- and three-step models of XPS

The description of XPS becomes much simpler if one assumes a complete decoupling of intrinsic, extrinsic, surface effects and excitations when the electron moves in the vacuum. In this model, the photoemission process is considered to be separable into two or three processes, i.e. first the core-electron is excited by the incoming photon at the atoms that are located at different depths \( z \) (Fig. 2e). This spectrum (denoted \( F(E) \) in the following) includes the intrinsic excitations and its shape is determined by the lifetime of the core-hole and interactions of the static core-hole with the valence electrons as were discussed in Section 2. This is followed by the second step in which the electron is transported to nearby the surface (Fig. 2b). In this step, the energy spectrum is modified by inelastic-scattering events, i.e. extrinsic excitations which are evaluated according to the bulk cross-section (Eq. (2)). Finally, in the third step, it escapes through the surface region and travels in the vacuum to the electron energy analyzer (Figs. 2c and d). If one is not interested in the detailed XPS energy spectrum but only in the peak intensity, one can conveniently describe the excitations in the third step by the surface excitation parameter \( P_s \) (see Section 3.5.1).

3.1. Two-step XPS model

The excitations in the third step are complex, because as was discussed in Section 2, starting from depths slightly below the surface the probability for bulk excitations gradually decrease and the probability for surface excitations increase and then after the electron has left the surface, there is still a probability for energy loss due to interaction with the valence electrons in the surface region. These complications are avoided in the two-step model, where the excitations in the third step (i.e. as the electron travels in the surface region and the vacuum) are replaced by the bulk excitation cross-section for paths up to the surface–vacuum interface and the excitations in the vacuum are ignored.

Within this two-step model, if \( F(E_0, \Omega) d^2 \Omega \) denotes the flux of electrons excited from an atom in an energy interval \( dE_0 \) at \( E_0 \) into the solid angle element \( d\Omega \), then the number of electrons emitted per second, per unit energy and solid angle \( \Omega \) is given by [18]

\[
J(E, \Omega) = \int dE_0 F(E_0, \Omega) \int f(z) G(E_0, \frac{z}{\cos \theta}, E) dz
\]

where \( G(E_0; R; E)dE \) is the probability that an electron with initial energy \( E_0 \) has energy in the interval \( E, E + dE \) after having traveled the path length \( R \), and \( f(z) \) is the number of atoms per unit volume at depth \( z \). In Section 3.3, algorithms to calculate \( G \) are considered.

For energy spectra where the total energy loss is small compared with the primary electron energy, \( K(E, T) \approx K(T) \), independent of \( E \). In this case, Landau [73] showed that

\[
G(E_0, R; E) = \frac{1}{2\pi} \int dE_0 e^{-2R\cos \theta} \left( 1 - \frac{E}{E_0} \right)
\]

with

\[
\Sigma(s) = \frac{1}{k_1} - \int_0^\infty K(T) e^{-st} dT
\]

where \( s \) is an integration variable without physical significance.

To determine the original (intrinsic) XPS spectrum \( F(E, \Omega) \), a rigorous solution to Eq. (10) has been found [22]:

\[
F(E, \Omega) = \frac{1}{P_1} \left[ \frac{f(z)e^{-z/\cos \theta} \Sigma(z)}{P_1} \right] dz
\]

where

\[
P_1 = \int_0^\infty f(z)e^{-z/\cos \theta} dz
\]

Since \( P_1 = \lim_{s \to \infty} P(s) \) and \( 1 - P_1/P(s) \to 0 \) for \( s \to \infty \) it follows that the function \( 1 - P_1/P(s) \) is suitable for discrete Fourier transformation [74]. Then the integral over \( s \) in Eq. (13) may be evaluated numerically by fast Fourier transformation. The remaining integral over \( E' \) and the integral over \( z \) may be evaluated by standard numerical methods. In this way, the original excitation spectrum corrected for inelastically scattered electrons \( F(E, \Omega) \) is determined. Eq. (13) may be used to determine either \( F(E, \Omega) \) if \( f(z) \) is known (e.g. for a pure homogeneous sample) or it may be used to determine the in-depth concentration profile \( f(z) \) if \( F(E, \Omega) \) is known. Considerable information on \( f(z) \) may be found even if \( F(E, \Omega) \) is not known because, in general, one may always use the fact that \( F(E, \Omega) \to 0 \) for all energies more than ~30 eV below the peak energy where the intrinsic excitations are negligible. For certain classes of atom depth distributions, part of the integration in Eqs. (14) and (15) may be done analytically [22]. In Section 5 we will consider some practical examples of application of Eqs. (10) and (13). First we shall however discuss the inelastic-scattering cross-section \( K(E, T) \) which is needed to evaluate the above expressions.

3.2. Inelastic electron scattering cross-sections

The formulas for \( F(E, \Omega) \) and \( F(E, \Omega) \) involve \( \Sigma(s) \) which depends on the inelastic-scattering cross-section \( K(E, T) \). This quantity may be calculated from the dielectric function of the solid (by Eq. (2)). An alternative widely used technique is to determine \( \lambda(E)K(E, T) \) experimentally by analysis of REELS [51,52] and software to do this analysis is also available [75]. These and related methods have been applied to systematic studies for a number of solids in a wide energy range [21,52–54,76,77]. We shall not review details of these methods here.
The concept of a Universal cross-section is an important step for practical modeling of the energy loss in XPS. This is so because for practical application of the algorithms in this section, it is essential to have general methods for fast and easy calculations of the probability for energy loss of electrons at any energy as they move in solids of general and non-uniform composition. The Universal cross-sections that was introduced in 1987 [53] was based on the observation that in general, the product \( \lambda(E|K(E,T)) \) depends strongly on \( T \), moderately on the specific solid, and only weakly on \( E \). Universal cross-sections will not account for the finer details but these are actually less important in this context, because the details in the energy spectra will be smeared out in measured spectra due in part to convolution with the intrinsic peak width and in part to multiple scattering. In the light of extensive and systematic experimental investigations of their validity, a critical discussion of the Universal cross-sections was given in 1997 [54]. The conclusions of this are as follows:

For most metals, their oxides, and alloys, the Universal cross-section

\[
\lambda(E|K(E, T)) = \frac{BT}{(C + T)^2}
\]

with \( C = 1643 \text{ eV}^2 \) and \( B \approx 3000 \text{ eV}^2 \) applies with reasonable accuracy. The cross-section is normalized to unit area for \( B = 2C = 3286 \text{ eV}^2 \). This cross-section has successfully been applied in experimental studies of many systems (including metals, alloys, and metal-oxides).

The value \( C = 1643 \text{ eV}^2 \) was determined by a fit to cross-sections from a dielectric-response calculation [53] that neglected surface excitations. As seen in Table 1, a fit of Eq. (16) to cross-sections determined from experimental REELS spectra gives \( C = 550 \text{ eV}^2 \) and the maximum in the corresponding cross-section is at \( \sim 14 \text{ eV} \) rather than at \( \sim 25 \text{ eV} \) (see Fig. 7). This difference is due to surface excitations which are exaggerated in REELS where the electron passes the surface region twice compared to XPS where it passes the surface region only once and the best description of the average cross-section might be obtained with \( C \) somehow in between these two values. It is interesting to note that Seah [78] found that the ratio of experimental XPS peaks from homogeneous samples, analyzed with the Universal cross-section was rather independent of the applied \( C \) value [78].

For solids (like Al) with a narrow plasmon structure, the cross-sections cannot be described well by a function with two parameters. For these solids, the main characteristics of the cross-section can be described well by the Three-parameter Universal cross-section [54]

\[
\lambda(E|K(E, T)) = \frac{BT}{(C - T^2)^2} + DT^2
\]

where the three parameters \( B, C, \) and \( D \) have been determined for different classes of materials (e.g. polymers, semiconductors, and free-electron-like solids [54]) (see Table 1 and Fig. 7). This cross-section is particularly useful for solids with a narrow distribution of energy loss such as Al, Si, SiO\(_2\), Ge, and polymer films.

It was found [54] that the Universal cross-section, Eq. (16) is quite accurate for solids when their cross-section has a full width at half maximum \( > 20 \text{ eV} \). For solids with a cross-section width of 10–15 eV, the Universal cross-section is still fairly good for the description of the far-peak region (\( > 30 \text{ eV} \) from the peak energy) but it is less accurate in accounting for the near-peak region (\( < 10 \text{ eV} \) from the peak energy). For solids with a cross-section width \( < 5 \text{ eV} \) (e.g. Al, Si), the Three-parameter Universal cross-section, Eq. (17)
is always significantly more accurate than the Universal cross-section.

The basic idea behind the Universal cross-section is that the material and energy dependence of $K(E,T)$ is separated in the factor $\lambda(E)$. For practical application with the formulas in Section 3, the absolute cross-section $K(E,T)$ is found from Eqs. (16) or (17) by division with $\lambda$. There is plenty of knowledge available on $\lambda(E)$ [3-6] and for a general solid it can be estimated by, e.g. the TPP-2M formula [4].

3.3. Extrinsic excitations in the two-step model

There is a strong correlation between the intensity of a given spectral energy region and the depth where these electrons were emitted [23]. For example, the elastic peak intensity (Eq. (1)) depends strongly on the atomic concentration at depths <1$\lambda$, but is rather independent of the concentration at depths exceeding 3$\lambda$. On the other hand, the spectral intensity 100 eV below the peak energy depends strongly on electrons excited from atoms at 3–4$\lambda$ depth but depends much less on the atomic concentration for depths <1$\lambda$. Different energy regions of the spectrum thus carry information on the atomic concentration at different depths. To facilitate one’s thinking while doing practical spectral analysis, it is useful, together with Fig. 1, to have a rough model in mind. If the typical energy loss in a single-scattering event is denoted by $\delta E$, then the intensity in an energy range $\Delta E$ below the peak energy is primarily determined by the distribution of electron emitters within the outermost depth range:

$$R = \frac{\Delta E}{\delta E}$$

where typically $\delta E \sim 15–30$ eV depending on the solid (see Fig. 7). With $\Delta E = 100$ eV, one gets $R \sim 4–7\lambda$. The spectrum in an energy range up to $\sim 100$ eV from the peak energy is then primarily determined by the composition within the outermost 5$\lambda$ and the contribution from electrons excited at larger depths will be small. Since the cross-section for electron energy loss in solids is in general a wide function of energy loss (see Fig. 7), there is considerable overlap in the intensity contributions at a given spectral energy from electrons excited at different depths. For this reason, there is not a direct one-to-one correspondence between depth of origin and energy loss. For a typical case, it has been shown [23] that 100 eV below the peak energy, the spectral intensity contribution from electrons that are excited at all different depths between 0.73$\lambda$ and 5.1$\lambda$ vary by only a factor of two. It is this smearing effect that primarily determines the practical accuracy for depth profiling using peak-shape analysis. However, as shown in [23], this smearing effect has very little influence on the accuracy of the amount of substance (or the average surface concentration) in the surface region determined from the inelastically scattered electrons by analyzing the peak-shape.

For accurate calculation of energy spectra with Eq. (10), the change in energy distribution as a function of path length $R$ traveled is given by Eqs. (11) and (12). These expressions look simple, but are rather complex to evaluate, and numerical methods are required to calculate the energy loss function $G$. As shall be seen in Section 4, algorithms for removal of the inelastic background from measured spectra with Eq. (13) can be effectively solved numerically by means of discrete Fourier transformation using a fast Fourier transformation algorithm. This approach will however not work for numerical evaluation of Eqs. (11)–(12). The reason is that, as discussed above, for a general depth distribution $f(z)$, both small and large path lengths $R = z(\cos \theta)$ will contribute to the spectrum. For larger path lengths, the electron energy distribution function $G$ will have appreciable intensity over an energy range of several hundred electron-volts. The discrete approximation of this function, given by a discrete Fourier transforms, therefore fails [79]. Other numerical methods have therefore been applied to evaluate the energy distribution spectrum. Two such methods are discussed in the following two subsections.

3.3.1. Expansion method

By a Taylor expansion of Eq. (11) in multiple scattering terms, one obtains formulas for numerical evaluation of the energy distribution function [55,56]

$$G(E_0, R; E) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i(E_0-E)} e^{-R\Sigma(v)} ds = \frac{R^2}{2} \int dTK(E_0 - E - T) + \frac{R^3}{6} \int dTK'(E_0 - E - T - T') + \ldots$$

The number of expansion terms needed to get sufficient accuracy depends on the energy range studied. The four terms in Eq. (19) correspond to unscattered, single, double, and triple scattered electrons, respectively. The typical energy loss in a single-scattering event is 15–30 eV (see Fig. 7) and correspondingly the four terms are fully sufficient to describe the energy spectrum in a $\sim 50$ eV energy loss range below a peak. For accurate description of wider energy spectra, expansion to higher orders is required. The convolution integrals in Eq. (18) are most effectively evaluated by multiplying the discrete Fourier transformed functions followed by an inverse Fourier transformation, and numerical calculations to say 10th order scattering are then completed within a fraction of a second.

3.3.2. Layer doubling method

A convolution technique [80] was used early on to simulate XPS spectra [21,81]. Because of the basic principle of this technique, it was given the name layer doubling method [82]. Thus, it relies on the fact that the probability that an electron has lost energy $T$ after traveling the distance $2R$ may be evaluated by convoluting the distribution of electrons that have lost energy $T - T'$ over a distance $R$ with the distribution of electrons that have lost energy $T'$ over the distance $R$. With the present notation, this gives [82]:

$$G(E_0, 2R; E) = \int_{0}^{E_0 - E} G(E_0, R; E - T)G(E_0, R; E + T) dT$$

For sufficiently small $R$, denoted by $r$, with $r \sim 0.01\lambda$, the chance for multiple electron scattering can safely be neglected and the probability for energy loss $T$ is $rK(E_0,T)$, while the probability that the electron remains unscattered is $(1 - r/\lambda)$, i.e.

$$G(E_0, r; E) = \left(1 - \frac{r}{\lambda}\right) \delta(E_0 - E) + rK(E_0, T)$$

Inserting Eq. (21) into Eq. (20) gives

$$G(E_0, 2r; E) = \left(1 - \frac{r^2}{\lambda}\right) \delta(E_0 - E) + \int_0^{E_0 - E} r^2K(E_0, T - T')K(E_0, T') dT'$$

By repeated use of this procedure, the function $G$ may be evaluated for any depth, and after $n$ convolutions:

$$G(E_0, 2^n r; E) = \left(1 - \frac{r}{\lambda}\right)^{2^n} \delta(E_0 - E) + g_n(E_0 - E)$$

The reason that, as discussed above, for a general depth distribution $f(z)$, both small and large path lengths $R = z(\cos \theta)$ will contribute to the spectrum. For larger path lengths, the electron energy distribution function $G$ will have appreciable intensity over an energy range of several hundred electron-volts. The discrete approximation of this function, given by a discrete Fourier transforms, therefore fails [79]. Other numerical methods have therefore been applied to evaluate the energy distribution spectrum. Two such methods are discussed in the following two subsections.

3.3.1. Expansion method

By a Taylor expansion of Eq. (11) in multiple scattering terms, one obtains formulas for numerical evaluation of the energy distribution function [55,56]

$$G(E_0, R; E) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i(E_0-E)} e^{-R\Sigma(v)} ds = e^{-R\lambda}(\delta(E_0 - E) + R\Sigma(E_0 - E))$$

$$+ \frac{R^2}{2} \int dTK(E_0 - E - T) + \frac{R^3}{6} \int dTK'(E_0 - E - T - T') + \ldots$$

The number of expansion terms needed to get sufficient accuracy depends on the energy range studied. The four terms in Eq. (19) correspond to unscattered, single, double, and triple scattered electrons, respectively. The typical energy loss in a single-scattering event is 15–30 eV (see Fig. 7) and correspondingly the four terms are fully sufficient to describe the energy spectrum in a $\sim 50$ eV energy loss range below a peak. For accurate description of wider energy spectra, expansion to higher orders is required. The convolution integrals in Eq. (18) are most effectively evaluated by multiplying the discrete Fourier transformed functions followed by an inverse Fourier transformation, and numerical calculations to say 10th order scattering are then completed within a fraction of a second.

3.3.2. Layer doubling method

A convolution technique [80] was used early on to simulate XPS spectra [21,81]. Because of the basic principle of this technique, it was given the name layer doubling method [82]. Thus, it relies on the fact that the probability that an electron has lost energy $T$ after traveling the distance $2R$ may be evaluated by convoluting the distribution of electrons that have lost energy $T - T'$ over a distance $R$ with the distribution of electrons that have lost energy $T'$ over the distance $R$. With the present notation, this gives [82]:

$$G(E_0, 2R; E) = \int_{0}^{E_0 - E} G(E_0, R; E - T)G(E_0, R; E + T) dT$$

For sufficiently small $R$, denoted by $r$, with $r \sim 0.01\lambda$, the chance for multiple electron scattering can safely be neglected and the probability for energy loss $T$ is $rK(E_0,T)$, while the probability that the electron remains unscattered is $(1 - r/\lambda)$, i.e.

$$G(E_0, r; E) = \left(1 - \frac{r}{\lambda}\right) \delta(E_0 - E) + rK(E_0, T)$$

Inserting Eq. (21) into Eq. (20) gives

$$G(E_0, 2r; E) = \left(1 - \frac{r^2}{\lambda}\right) \delta(E_0 - E) + 2 \left(1 - \frac{r}{\lambda}\right) rK(E_0, T)$$

$$+ \int_0^{E_0 - E} r^2K(E_0, T - T')K(E_0, T') dT'$$

By repeated use of this procedure, the function $G$ may be evaluated for any depth, and after $n$ convolutions:

$$G(E_0, 2^n r; E) = \left(1 - \frac{r}{\lambda}\right)^{2^n} \delta(E_0 - E) + g_n(E_0 - E)$$
Fig. 8. Energy distribution of a single electron of initial energy 1167 eV after having traveled the distance R in Al, from [81].

where

\[ g_n(T) = 2 \left( 1 - \frac{T}{\lambda} \right)^{2n-1} g_{n-1}(T) + \int_0^T g_{n-1}(T') g_{n-1}(T-T')dT' \]

with \( g_0(T) = r(K(E_0, T)) \)

This algorithm (as well as the Landau formula (Eqs. (11)–(12))) is valid when the total energy loss is sufficiently small compared with the initial electron energy \( E_0 \) that the dependence of the cross-section on \( E_0 \) can be neglected. Fig. 8 shows spectra calculated with this procedure [81] for 1167 eV electrons that have traveled various distances in Al for which the plasmon excitation energy is \( \hbar \omega = 15.6 \) eV and \( \lambda = 21.5 \) Å. The peaks corresponding to multiple plasmon excitations are clearly seen and these structures are smeared out for larger R. From Eq. (18) we find an estimate for the mean energy loss \( \Delta E = 36, 73, 145, \) and 290 eV for \( R = 50, 100, 200, \) and 400 Å, respectively, which are in rough agreement with the distributions in Fig. 8.

3.4. Validity of the two-step model

In the past two decades, the two-step model used together with the Universal cross-sections has been applied with considerable success to describe the changes in peak intensity and extrinsic electron energy distribution caused by variations in the atom depth distribution. Numerous systems have been studied a few of which are described in Section 4. Here we take two examples. Fig. 9 shows spectra from samples where various amounts of ZnO are deposited on a SiO2 substrate, and on an oxidized Al surface, respectively [83]. The Zn2p, Zn LMM, Si KLL, and Al KLL spectra were acquired sequentially (denoted 1, 2, 3, 4) after increasing amounts of ZnO were deposited.

Fig. 9. Left panel: spectra for the Ni2p, Zn LMM, Si KLL, and Al KLL peaks measured for increasing depositions of ZnO. Right panel shows the same spectra after being corrected according to the two-step model, i.e. by Eq. (13), from [83].
Deposited. With increasing overlayer thickness, the energy spectra are strongly affected due to the corresponding change in multiple inelastic-scattering processes that the Si KLL and Al KLL electrons will undergo on their way out. This is seen as a gradual decrease in peak intensity and an increase in the background signal below the peak energy. A similar phenomenon is seen for the Zn LMM peaks, where both the peak and the background intensity increase as the Zn layer thickness increases (see also Fig. 1). In the right-hand panel, these spectra have been corrected for the second step in the two-step model, i.e. by Eq. (13), from [23].

Fig. 10. Left panel shows Au4d spectra measured from a ~1 nm thick gold layer on a Ni surface (I) and after being buried at increasingly larger depths (II–V) by consecutive evaporation of nickel on top. Right panel shows the same spectra after being corrected according to the two-step model, i.e. by Eq. (13), from [23].
from the shallower layers dominate the measured peak intensity. In situations where all the photoelectrons come from depths >2λ (e.g. a substrate with a thick overlayer), the CF correction can be substantial. Thus, the effect of elastic scattering is more pronounced for samples where most atoms of interest are distributed at large depths. This is also evident from Fig. 11 which shows Monte Carlo calculations of the distribution of path lengths \( Q(R) \) traveled by Au4d electrons (of 1140 eV kinetic energy) before they escape along the surface normal after being excited at depth \( z \) in a Ni-solid [92,93]. It is evident that when the electrons are excited at a depth of 41 Å (equivalent to 2.5λ), a typical electron has traveled a distance that is substantially larger than that corresponding to a straight line trajectory. Fig. 11 also shows that for depths <1λ, this redistribution of path lengths caused by elastic electron scattering is small. For atom distributions where \( CF \approx 1 \), Eq. (25) becomes Eq. (1).

Here we have described the effect of elastic electron scattering by the CF factor. An alternative procedure is to replace \( \lambda \) by an effective attenuation length. This attenuation length will then depend on both the depth \( z \) and the experimental geometry [94]. Effective attenuation lengths have been studied in detail by Monte Carlo simulations [95]. It should be noted that the formulation presented in Sections 3.1 and 4 neglect the effect of elastic electron scattering. The exact effect of elastic scattering is complex to describe but in essence it will change the effective depth scale and this can approximately be described by replacing \( \lambda \) by an effective attenuation length.

3.5.1. Surface excitation parameter

In Section 2.1.2 it was shown that the presence of the surface may cause considerable changes in the energy loss spectrum. If one is not interested in the detailed change in peak-shape but only in the change in peak intensity caused by the surface, this can conveniently be described by a simple parameter where the surface excitation is expressed as a probability, namely the surface excitation parameter (SEP) \( P_S(E, \theta) \) which is originally defined as “the average number of excitations an electron of energy \( E \) undergoes when it crosses the surface once at an angle \( \theta \) with respect to the surface normal” [96,11,14]. It has been pointed out [16] that there are several ambiguities with this definition; such as the decrease of the bulk inelastic cross-section close to the surface while the surface excitations increase. The effect of this is not included in this definition and another ill-defined quantity is the exact extension of the effective surface region. That implies that \( P_S \) obtained within this definition cannot be directly used as a correction factor to the elastic peak intensity (on the form \( \exp(-P_S(E, \theta)) \)). This complication is overcome by redefining the surface excitation parameter as the “change in excitation probability, for an electron caused by the presence of the surface in comparison with the excitations suffered by an electron that travels the same distance in an infinite solid” [13,16]. This definition gives a transparent meaning of \( P_S \) which can then readily be applied in practical surface analysis and Eq. (1) is changed into

\[
I(z) = l_0 e^{-z/(\lambda \cos \theta)} e^{-P_S} \tag{27}
\]

Fig. 12 shows examples of \( P_S \) calculations for different materials, energies and geometries using a software package QUEELS-e\((k, \omega)\)-REELS [72] which is based on the semi-classical dielectric-response model for REELS [46,67] which is similar to the model described in Section 2.1, for XPS. In both cases, the only input in the calculations is the dielectric function of the medium.

An approximate parameterization of the dependence on energy and angle was found [11]

\[
P_S(E, \theta) = \frac{1}{0.173E^{1/2} \cos \theta + 1} \tag{28}
\]

where \( a \) is a material dependent parameter, \( E \) is in eV and the factor 0.173 is in eV\(^{-1/2}\). In Fig. 12 the lines denoted Oswald are fits by Eq. (28). Determined \( a \) values for selected materials are given in Table 2.

Most published \( P_S \) values have been based on analysis of spectra from a REELS geometry [11,13,97–100]. However due to the effect of the core-hole, one expects \( P_S \) to be different for XPS. The extent
of this difference was studied [101] by the model in Section 2.1 and an example for Al at 1000 eV is shown in Fig. 12 as a function of the exit angle. Also shown are results found from theoretical REELS spectra [12] as well as the experimental REELS results taken from [11].

The agreement between theoretical and experimental REELS determined values is quite good. Considering the points obtained from the theoretical XPS calculation, one observes that $P_S$ for XPS is consistently smaller by ~5–10% for Al compared to REELS. This effect is due to the presence of the core-hole which produces an attractive potential to the photoelectron and increases the energy loss in the bulk while the surface loss remains almost unchanged. This systematic decrease of 5–10% is however not very large in comparison to observed variations [11] in the surface excitation probability due to surface roughness.

It must be emphasized that $P_S$ in these XPS simulations were determined using the definition of $P_S$ in [96,11,14] rather than the definition in [13,16]. Consequently one should be cautious about using the values for $P_S$, given in this section and in Fig. 12, to correct XPS peak intensities with Eq. (27). Thus, more investigations are required in order to determine the correct values for $P_S$ taking the influence of the core-hole into account and using that definition of $P_S$ for which Eq. (27) is valid.

4. Evaluation of XPS energy spectra

There are two different but equivalent approaches for quantitative nano-composition analysis within the two-step model. Either one starts with an intrinsic spectrum, and calculates the changes due to extrinsic energy loss and compares the resulting spectrum on an absolute scale to the measured XPS. The extrinsic contributions will vary with the depth distribution of photoemitting atoms which is thus determined.

In the other approach, one corrects the measured XPS spectrum for the extrinsic contributions and determines the intrinsic XPS spectrum. This analysis can be done without a reference spectrum; however the accuracy is enhanced when it is compared to a standard intrinsic spectrum determined from analysis of XPS from a sample with known depth distribution. Usually (but not necessarily) a sample with homogeneous depth distribution is used for this purpose. Again the depth distribution of atoms is varied until a good match between the two intrinsic spectra is obtained.

4.1. Determine the total (extrinsic plus intrinsic) spectrum

Calculation of the spectrum $f(E,\Omega)$ from Eq. (10) requires that the depth concentration distribution of atoms $f(z)$ and the initial excitation energy spectrum $F(E,\Omega)$ are known. $F(E,\Omega)$ may, e.g. be determined from analysis, with Eq. (30) below, of a spectrum from a sample with a known in-depth distribution, for example the spectrum $J_0(E,\Omega)$ from a pure homogeneous sample. It can also be both a practical and computational advantage to reformulate Eq. (10) such that the spectrum $J_0(E,\Omega)$ enters directly into the formalism [79]. The energy distribution $G$ of electrons, as a function of the path length traveled in the solid, is calculated by one of the methods described in Section 3.3. The resulting model spectrum is overlaid with the measured spectrum and the absolute intensity and the peak-shape compared. This is done for different assumed in-depth concentration profiles $f(z)$. When a good agreement between the model spectrum and experiment is found, the corresponding $f(z)$ is the true in-depth distribution concentration profile of atoms. This method was applied in several cases see, e.g. [17,40,79,102–110] (see also Section 5).

4.2. Determine the intrinsic spectrum

If the analyzed peaks do not overlap in energy, it is often preferred to apply Eq. (13) which removes the extrinsic electrons and determines the undistorted (intrinsic) spectrum. This has the advantage that the intrinsic spectrum does not necessarily need to be known. This method was applied in several cases see, e.g. [17,21,23,27,55,56,83,103,108–130] (see also Section 5).

4.2.1. General inversion formula

A rigorous and general solution for $F(E,\Omega)$ is given by Eq. (13). However analytic expressions have been found for certain classes of depth profiles $f(z)$, and these are now described.

4.2.2. Homogeneous and exponential depth profiles

When the distribution of atoms is either constant or exponentially varying with depth, i.e.

$$f(z) = ce^{-z/L}$$

(29)}
there is an exact solution to the inversion problem [81]:

\[
F(E, \Omega) = \frac{L + \lambda \cos \theta}{c \lambda \cos \theta} \left[ \int_{E}^{\infty} dE' J(E', \Omega) \right] K(E' - E)
\]

(30)

For a homogeneous depth distribution, \(L \rightarrow \infty\) and [18]

\[
F(E, \Omega) = \frac{1}{c \lambda \cos \theta} \left[ \int_{E}^{\infty} dE' J(E', \Omega) \right] K(E' - E)
\]

(31)

### 4.2.3. General exponential depth profiles

If the exponential in-depth profile is such that the concentration is not vanishing for large depths but approaches a constant concentration \(C_B\) in the bulk (see Fig. 13a) then

\[
f(z) = (C_A - C_B) e^{-z/L} + C_B
\]

(32)

and analytic expressions for \(P_f\) and \(P(s)\) can be found

\[
P_f = C_B \lambda \cos \theta \left( \frac{L}{L + \lambda \cos \theta} \right)
\]

(33)

and

\[
P(s) = \frac{C_B \cos \theta}{\Sigma(s)} \left( \frac{L \cos \theta}{L + \lambda \cos \theta} \right)
\]

(34)

which are then used in Eq. (13). Note that although formulas (32)–(34) have been implemented in the QUASES software [58] since Version 3.1 many years ago, this is the first time these expressions are published in a scientific journal.

### 4.2.4. Delta layer profile

When \(N\) atoms are all at depth \(z_0\)

\[
f(z) = N \delta(z - z_0)
\]

(35)

and one obtains the exact expressions [22]

\[
P_f = N e^{-z_0/(\lambda \cos \theta)}
\]

(36)

and

\[
P(s) = N e^{-z_0 \Sigma(s)/\cos \theta}
\]

(37)

### 4.2.5. Box-shaped profiles (overlay, substrate and sandwich)

Overlay and substrate profiles are special cases of the general sandwich profile shown in Fig. 13b and c. The atoms of type \(A\) in the sandwich layer have the concentration profile

\[
f_A(z) = \begin{cases} 
0 & \text{for } 0 < z < z_0 \\
C_A & \text{for } z_0 < z < z_0 + \Delta z \\
0 & \text{for } z_0 + \Delta z < z 
\end{cases}
\]

(38)

and then [22]

\[
P_1 = C_A \lambda \cos \theta \left[ 1 - e^{-\Delta z/(\lambda \cos \theta)} \right]
\]

(39)

\[
P(s) = \frac{C_A \cos \theta}{\Sigma(s)} \left[ 1 - e^{-\Delta z \Sigma(s)/\cos \theta} \right]
\]

(40)

The matrix material that surrounds the sandwich layer consists of type \(B\) atoms with the atom concentration as a function of depth \(z\) given by

\[
f_B(z) = \begin{cases} 
C_B & \text{for } 0 < z < z_0 \\
0 & \text{for } z_0 < z < z_0 + \Delta z \\
C_B & \text{for } z_0 + \Delta z < z 
\end{cases}
\]

(41)

and then [22]

\[
P_1 = C_B \lambda \cos \theta \left[ 1 - e^{-z_0/(\lambda \cos \theta)} \right]
\]

(42)

\[
P(s) = \frac{C_B \cos \theta}{\Sigma(s)} \left[ 1 - e^{-z_0 \Sigma(s)/\cos \theta} \right]
\]

(43)

Algorithms for analysis of spectra from atoms in an overlay of thickness \(\Delta z\) and from atoms in a substrate covered with an overlay of thickness \(\Delta z\) are obtained by setting \(z_0 = 0\) in the above sets of equations.

### 4.2.6. Island structures

Here, a general island structure as in Fig. 13d, where atoms of type \(A\) cover the surface of a substrate of type \(B\), is considered. In the general case, a layer of height \(\Delta z_1\) covers the surface completely, and islands with mean height \(\Delta z - \Delta z_1\) are formed on top. The spectrum from the structure in Fig. 13d is the same as the spectrum from Fig. 13e, which again is the same as the spectrum from the atom distribution shown in Fig. 13f (note that this is not true for very glancing emission angles where a shadowing effect may occur. It is therefore preferred to measure at normal or near normal emission angles (×45°) when such structures are studied). Denoting the fraction of the surface that is covered by islands by \(f_I\), the atom concentration profile for the overlay atoms is

\[
f_A(z) = \begin{cases} 
C_A & \text{for } 0 < z < \Delta z_1 \\
f_I C_A & \text{for } \Delta z_1 < z < \Delta z \\
0 & \text{for } \Delta z < z 
\end{cases}
\]

(44)

and then [22]

\[
P_1 = C_A \lambda \cos \theta \left[ 1 - (1 - f_I) e^{-\Delta z_1/(\lambda \cos \theta)} - f_I e^{-\Delta z/(\lambda \cos \theta)} \right]
\]

(45)

\[
P(s) = \frac{C_A \cos \theta}{\Sigma(s)} \left[ 1 - (1 - f_I) e^{-\Delta z_1 \Sigma(s)/\cos \theta} - f_I e^{-\Delta z \Sigma(s)/\cos \theta} \right]
\]

(46)

For the substrate atoms of type \(B\), the atom concentration as a function of depth \(z\) is

\[
f_B(z) = \begin{cases} 
0 & \text{for } 0 < z < \Delta z_1 \\
(1 - f_I)C_B & \text{for } \Delta z_1 < z < \Delta z \\
C_B & \text{for } \Delta z < z 
\end{cases}
\]

(47)

and then [22]

\[
P_1 = C_B \lambda \cos \theta \left[ (1 - f_I) e^{-\Delta z_1/(\lambda \cos \theta)} + f_I e^{-\Delta z/(\lambda \cos \theta)} \right]
\]

(48)
and
\[ P(s) = C e^{-\frac{s}{\Delta \lambda}} \left[ (1 - f_1) e^{-\Delta z_1 \Sigma(s)/\cos \theta} + f_1 e^{-\Delta z \Sigma(s)/\cos \theta} \right] \]  \hspace{1cm} (49)

The situation where only a fraction of the surface is covered with islands is obtained with \( \Delta z_1 = 0 \). The general case where the surface structure consists of several types of islands with different height and surface coverage are obtained by generalization of the above formulas and are implemented in the QUASES software [58].

5. Applications of the formalism to non-destructive depth profiling

The accuracy and limitations of the formalism in Section 4 to quantitative nano-structure analysis was established about a decade ago in [23] from a detailed analysis of a range of model spectra and three sets of experiments. It was found that information on the concentration–depth profile in the surface region up to depths of \( \Delta \lambda \) is primarily contained in the spectral energy region up to \( \sim 100 \text{ eV} \) below the peak energy and is essentially completely contained by the energy region up to \( \sim 200 \text{ eV} \) below the peak. Analysis of a larger energy range than \( 100 \text{ eV} \) does not add much to the information on the details of the structure in the outermost \( \Delta \lambda \) but gives the possibility to determine additional structural parameters that describe the composition at larger depths. In [23], the structural parameters that describe the chemical composition of the outermost \( 5–10 \Delta \lambda \) of the solid were divided into primary and secondary parameters: the primary parameters are the three most important parameters needed to describe the main characteristics of the distribution of atoms; the secondary parameters are parameters, other than these three primary parameters, that describe the finer details of the depth distribution of atoms in the outermost \( 5–10 \Delta \lambda \) of the surface region. The uncertainty in the determined three primary parameters is typically \( 5–10 \% \). The uncertainty in the determined secondary parameters is typically \( \geq 35 \% \). Different models of depth profiles can be distinguished when they differ significantly over a width of more than \( \sim 1/3 \Delta \lambda \) at any depth \( \leq \Delta \lambda \). The uncertainty in the total determined amounts of atoms within the outermost \( \Delta \lambda \) (regardless of their depth distribution) is \( 5–10 \% \). These uncertainties hold for situations when the peak can be isolated from overlapping peaks in an energy range from a few \( \text{eV} \) above to at least \( 50 \text{ eV} \) below the peak energy. If this is not the case, analysis is still possible but the fitting procedure gets more involved and the accuracy may be worse.

In this section we will discuss only a few of the many published practical applications of the formalism in Section 4. The examples have been selected to illustrate the basics of both the potentials, the validity, and the limitations of the technique. First we discuss an example where it was used to determine the growth mechanism for deposited thin films. As we shall see, it is very easy to determine, e.g., whether the film forms a continuous layer on the substrate or if islands are formed. Since the technique is non-destructive and all information is found from analysis of a single spectrum, it is possible to do real-time analysis. Thus, it is easy to, e.g., follow the gradual redistribution of atoms caused by chemical reactions or diffusion during annealing. Much of the information determined with XPS peak-shape analysis is hard to get by other techniques. Thus, atomic force microscopy (AFM) and scanning tunneling microscopy (STM) are very powerful to determine the surface topography but they give limited information on the type of atoms and no information on what atoms are in the second, third and deeper layers. On the other hand, Rutherford backscattering spectrometry (RBS) and X-ray fluorescence (XRF) cannot provide detailed depth information on the nano-scale, but they are rather accurate in determining the total amount of atoms in the surface region. There are several papers in which this quantity was compared with the XPS results and a couple of these will be discussed below. In cases where comparison is possible, there is a good agreement between the techniques. In some cases deviations on the absolute scale have been found, while the agreement on the relative scale is very good. This is of course eliminated when local calibration is used, as is the usual practice. Another purpose of background subtraction is to simply isolate the peak for peak-area determination and for identification of the chemical states. The influence of background subtraction on the determined chemical state energy was studied, e.g. in [131]. Here we shall focus on application of inelastically scattered electrons for quantitative analysis of nano-structures.

To put the discussion in this section into a practical perspective, we add a brief remark on the angle-resolved XPS (ARXPS) method [132,133] which is another possible method to correct for the depth dependence of the intensity. This method relies on analysis of spectra of an XPS peak measured at two or more angles of emission. Since the attenuation of the peak varies with depth of origin of the electron-emitting atom, information on the depth distribution can be determined. While this method works well for very flat surfaces, it fails completely when the surface is quite rough or when tall nano-structured islands are formed on a flat surface because of the shadowing effect [134,135]. To correct for this, a-priori information on the morphology must be available [132,133]. The peak-shape analysis method does not have these limitations since all information is extracted from a single spectrum taken at a fixed angle of emission and, if this is chosen close to the surface normal, the shadowing effects are eliminated or minimized. Thus, the peak-shape analysis method always gives a “top-down” analysis in the spectrometer axis direction at the analyzed spot on the surface.

In [114], the mechanism for growth of Cu, Ag, Au and Pt metals on Si[1 1 1] was studied. The analysis procedure is shown in Fig. 14 taking Pt as an example. First, a reference intrinsic \( F(E, \Omega) \) for Pt was determined by analysis of XPS of the Pt4d peak measured from a pure Pt foil using Eqs. (38)–(40) with \( z_0 = 0 \text{ Å} \) and \( \Delta z = \infty \). This was followed by analysis of Pt4d taken from the thin-film structure, after deposition of a certain amount of Pt on Si[1 1 1]. This is done with assumed growth parameters which are varied until good agreement with the reference \( F(E, \Omega) \) is obtained both with respect to intensity and shape. If it is assumed that the film covers the complete surface, the best overall agreement (see Fig. 14) is obtained with a 5.25 Å layer thickness (i.e. Eq. (38) with \( z_0 = 0 \) and \( \Delta z = 5.25 \text{ Å} \) or equivalently Eq. (44) with \( f_1 = 1, \Delta z_1 = 0 \), and \( \Delta z = 18 \text{ Å} \)). However, in comparison to the reference \( F(E, \Omega) \) the intensity is too low at the peak and too high on the low-energy side of the peak. Assuming now that the Pt forms islands (using Eq. (38) with \( f_1 = 0.365, \Delta z_1 = 0 \), and \( \Delta z = 18 \text{ Å} \) one gets a much better agreement both at the peak energy and below the peak (see Fig. 14 lower left panel). From this it is then concluded that Pt forms islands with an 18 Å mean island height covering 36.5% of the surface. In the panels to the right in Fig. 14 the uncertainty in the growth parameters is explored. In one, the height is kept but the coverage is increased to 55% and in the other, the coverage is kept while the island height is decreased to 12 Å. These structures give considerably worse agreements with the reference \( F(E, \Omega) \) and the actual uncertainty on height and coverage is only \( \sim 5 \% \). From this and several other studies, it has been concluded that in general the uncertainty is typically less than \( \sim 5–10 \% \) on the determined nano-structural parameters [23].

With the availability of user-friendly software [58] that allows to quickly going through the analysis procedure, such information is easily obtained. It is non-destructive and it is very easy to follow the evolution of structures as more material is sequentially deposited onto a surface or to study the gradual change in morphology as a consequence of, e.g. chemical reactions or annealing. The latter was done in [114] where not only the growth but also the redistribu-
tion of Cu, Ag, Pt, and Au on top of and into Si were determined as a function of gradual annealing. For temperatures \( \sim 120 \) °C it was found that Cu and Au diffuse deep into the bulk silicon, whereas for Ag and Pt, the metal atoms remained on the surface but were found to agglomerate, i.e. the Ag and Pt islands grow higher, while the coverage decreases. It is worth to note that this information can easily be monitored in real-time as it happens.

In another example [116], the temperature-induced rearrangement of larger molecules was studied in the form of spin-coated thin films of poly(styrene)–poly(dimethylsiloxane) (PS–PDMS) diblock copolymers. The O1s spectra for one of the studied PS–PDMS polymers are shown in Fig. 15 as a function of annealing temperature. There are clear variations in the O1s peak which are due to temperature-induced rearrangements. Since only the PDMS part of the diblock copolymer contains oxygen atoms, the O1s peak intensity and shape can be used as a probe of the depth distribution of the PDMS end of the PS–PDMS molecules with respect to the surface, and in this way surface segregation of the PDMS end was studied. From the variations in the O1s peak-shape and intensity it is easy to determine the detailed PS–PDMS depth distribution [116] by analysis of spectra recorded sequentially during the annealing process and the segregation process was found to vary with the size of the polymer.

In [118], the quantity and distribution of fluorine in silicon after and during spontaneous etching with F atoms, F\(_2\), and XeF\(_2\) were studied. Despite its practical importance, there is still a lack of understanding of how fluorine reacts with silicon even after almost 30 years of research and development [118]. A problem is that it is difficult to detect the distribution of F in the Si lattice. Electron- or ion-based analytical techniques, e.g. Auger or secondary ion mass spectroscopy (SIMS) change the composition and distribution of fluorine so rapidly that reliable measurements are not possible. Angular-resolved photoemission could yield some information, but unlike XPS peak-shape analysis it is not valid for rough surfaces [132–135]. The XPS peak-shape analysis is however straightforward. Fig. 16 shows an example of this analysis. Note that the spectra are reversed in comparison with the other spectra shown here because they are plotted as a function of the binding energy rather than the kinetic energy. In Fig. 16 different F distributions are considered and in each case, the original spectrum, the inelastic background, and the difference are shown. The latter is the intrinsic spectrum and must consequently have near-zero intensity in a wide energy range on the low kinetic, i.e. high binding energy side of the peak. Fig. 16 shows analysis assuming that F forms a layer at the surface. The layer thickness is varied from 20 Å in (a) to 50 Å in (b) and 120 Å in (c). From this it is clear that the fluorine concentration must be significant to large depths to account for the inelastic background because the fit gets progressively better for larger thickness. However, even though there is a reasonable account for the intensity in the near-peak region for 120 Å, there is a poor account for the electron intensity in the background at larger energy loss which implies that there is a significant amount of F at depths \( >120 \) Å. This is confirmed in (d) which shows an analysis where the F concentration is taken to be exponentially varying with depth (i.e. Eqs. (32)–(34)) and in this particular example, the best fit (shown in (d)) is obtained with \( f(z) = C_s[0.45 + 0.55e^{-z/10\text{Å}}] \).

---

**Fig. 14.** Left panel: fits for Pt4d using different structures. (a) Rectangular layer on top of the substrate, 5.25 Å thick; (b) single island, 18 Å high, covering 36.5% of the surface. Right panel: fits for Pt4d using different parameters for the single island. (a) Single island 18 Å high, covering 55% of the surface; (b) single island 12 Å high, covering 36.5% of the surface (from [115]).

**Fig. 15.** O1s spectra from a PS–PDMS diblock copolymer taken at room temperature and after annealing to 90° and 130° and from a PDMS homopolymer film, from [117].
that the intrinsic spectrum without use of a F reference spectrum. Instead the fact was used for the intensity over a wide energy range, from [119].

Note that (in contrast to Fig. 14) the analysis in Fig. 16 is done without use of a F reference spectrum. Instead the fact was used that the intrinsic spectrum \( F(E, \Omega) \sim 0 \) for all energies larger than \(-30\, \text{eV}\) from the peaks.

In [119] XPS peak-shape analysis was used to study Au nano-cluster growth mechanism on polystyrene (PS) as a function of the amount of deposited Au. In addition, the authors studied the embedding of the produced nano-clusters into PS as a function of subsequent annealing at temperatures in the range from room temperature to above the PS glass transition temperature. By analysis of the Au 4f peak, the Au coverage and height could be determined with the same procedure as for Pt in Fig. 14. It is noted here that although in [119] the shape of the nano-cluster was modeled as a sphere using the generalized version of Eqs. (44)–(46) with multiple islands of varying height, the analysis is not sensitive enough to discriminate between a sphere and a cube as long as the volume is identical (this is actually also mentioned in [119] but it is worth to stress in the present context because the figures in [119] might give this impression). Thus with peak-shape analysis, only the three primary parameters that describe the main characteristics of the nano-structure are determined with high accuracy (see also the first paragraph of this section and [23]). In the present case these three parameters are the gold coverage, height and concentration. However all information can be deduced from the determined island height and coverage. Thus, taking the height as the nano-cluster diameter, the nano-cluster density can readily be calculated from the coverage. The determined Au nano-cluster size and density are shown in Fig. 17 for different amounts of Au deposition. XPS peak-shape analysis gives this information without the need for any other complementary and time-consuming techniques such as AFM, transmission electron microscopy (TEM) and the destructive cross-sectional TEM technique. For one of the samples, the authors measured the TEM image which is also shown in Fig. 17. Both the cluster size and cluster density which can be determined from this image agrees well with that determined by XPS. However the XPS analysis is much faster. It is also very easy to determine the embedding of the Au nano-particles into the PS substrate as the temperature is increased. To do this, Eq. (38) is applied and \( z_0 \) and \( \Delta z \) are varied until a good agreement with the reference intrinsic \( F(E, \Omega) \) (determined from analysis of the XPS spectrum from a pure Au foil) is obtained. The result is seen in Fig. 18 which shows that the 25 Å nano-particles are embedded deeper than the larger 55 Å particles at a given temperature. Thus the method is efficient to study quantitatively how metal nano-clusters grow, diffuse and distribute on and in a polymer as a function of cluster size and temperature. The information is obtained without the need for any other complementary and time-consuming technique such as AFM, TEM and cross-sectional TEM. Therefore, besides being fast and non-destructive, it can stand-alone and is also suitable to monitor and control the degree of intermixing of metal-clusters and polymers which is of high technological importance [119].

The spectra in Fig. 9 above were taken from thin ZnO films deposited by plasma-enhanced chemical vapor deposition on different substrates [83,135]. The analysis was done with Eqs. (44)–(49) (using the QUASES software package [58]) and it was found (with analysis similar to that in Fig. 14) that ZnO grows in the form of islands. The determined island height and surface coverage for growth on sapphire is shown in Fig. 19. Here the island height is shown vs. surface coverage. Dashed lines in the figures correspond to fixed amount of substance (AOS) (i.e. \( \text{ch constant, as indicated} \)). The heights \( h \) and coverage \( c \) increase gradually as the ZnO film grows thicker. As seen, analysis of the three peaks (two from atoms in the overlayer and one from atoms in the substrate) gives reasonably consistent morphologies for the ZnO films grown. The lower island height determined by analysis of the Zn2p peak for the tallest islands is consistent with the lower probing depth of the low-energy Zn2p electrons (\( \lambda = 0.74 \, \text{nm} \)) compared with the

---

**Fig. 16.** XPS spectra from a 2 × 10^{-1} Ω cm p-type Si(1 1 1) sample exposed to XeF_{2} to saturation. The same spectra with the background subtracted and the background are also shown. Analyses with different assumed F atom depth distributions are shown. Three assume a uniform distribution at the surface. The fourth assumes an exponential distribution followed by constant concentration of F in the bulk lattice. It is clear that an exponential distribution which extends deep into the bulk gives the best account for the intensity over a wide energy range, from [119].
Fig. 17. Cluster size (left panel) and number of Au clusters per cm² (middle panel) determined from the XPS analysis for different Au depositions on PS. The TEM image in the right panel was measured for a sample with \( T_{\text{de}} = 3 \) Å deposition and can thus be compared to the centered circle values in the left and middle panels. The agreement in both cluster size and density is seen to be good, from [120].

High-energy Al KLL (\( \lambda = 2.5 \) nm) and Zn LMM electrons (\( \lambda = 2.0 \) nm). Therefore the sensitivity towards island height determination saturates for heights \( \geq 3-4\lambda \), i.e. \( \sim 2.5 \) nm for Ni2p.

In [135] the determined amount of substance (AOS) found by XPS peak-shape analysis was compared to the AOS determined with RBS and XRF. As seen in Fig. 20 there is an almost perfect linear relation between the AOS determined with the three techniques. The absolute amounts of substance determined by RBS and XRF, however, are consistently factors of 2.1 and 1.5 lower than those determined by XPS peak-shape analysis. The deviations could be due to inaccurate calibration, uncertainty in the density of the ZnO films as well as in \( \lambda \). We note here that, in general, the determined depths change linearly with the applied \( \lambda \), i.e. if \( \lambda \) is increased by 30\% the height of the structures and the AOS will also increase by 30\%. The linear relations in Fig. 20 show that the relative AOS is in perfect agreement for the three techniques. For most practical applications, the discrepancy in the absolute values is however not important because local instrumental calibrations are used.

In another earlier inter-technique comparison [136], Ag and Au were deposited in varying amounts onto the (1 1 1) surface of a Ni single crystal. The amounts of deposits were determined by a quartz crystal microbalance (QCM). For both systems, the spectra were analyzed and compared to intrinsic reference spectra from pure Ag, Ni, and Au samples. In all cases, the corrected spectra were found to agree extremely well in both peak-shape and absolute intensity using the layer-by-layer plus island growth (Stranski–Krastanov) and the growth-structural parameters were determined. From the determined growth structure the total amount \( <Dx> \) (see Fig. 21) of Ag or Au in the film could be determined and this was found to be proportional to the observed QCM frequency shift to within \( \sim 10\% \). As seen very consistent amounts were determined from analysis of all peaks from both the overlayer and the substrate.

A similar comparison [137] was made between XPS peak-shape analysis and RBS with respect to the average thickness of Au-layers in the range of 5–100 Å deposited on Ni. By peak-shape analysis of the Au4d XPS peaks, the structure and amount of Au was determined and this was compared to the Au thickness determined with RBS. The deviation between XPS and the mean value of the RBS thickness showed good quantitative agreement to within \( \sim 7\% \) for depths up to 7–8\( \lambda \).

Fig. 18. Depth profile for 2 Å (open circles) and 8 Å (solid circles) (i.e. 25 and 55 Å Au nano-cluster diameter) Au deposition as a function of temperature. \( \Delta d_1 \) and \( \Delta d_2 \) are the depth interval over which the nano-clusters are distributed, from [120].

Fig. 19. Island height \( h \) vs. surface coverage \( c \) obtained from analysis of the spectra in Fig. 9 taken after sequentially growth of thicker layers of ZnO on alumina. The quantification obtained from analysis of the Zn LMM, and Al KLL peaks is indicated by circles and triangles, respectively. Dashed curves correspond to a fixed amount of material, from [83].
A similar comparison of ultrathin SiO$_2$ layers on Si in the range from $\sim$0.5 to $\sim$8 nm was studied with different techniques (RBS, ellipsometry, TEM and XPS) \cite{138,139}. Fig. 22 shows the oxide thickness (“QT”) determined from XPS peak-shape analysis of the O1s peak compared to the thickness (“standard equation”) determined from analysis of the ratio of the peak-area of elemental Si2p and oxidized Si2p by a formula based on the exponential attenuation law in Eq. (1) \cite{139}. As seen in Fig. 22, peak-shape analysis of XPS spectra taken at three different angles of emission (0°, 34° and 45°) gave practically identical film thicknesses. There is a good linear agreement between thicknesses obtained with the techniques. Similar to the ZnO films (see Fig. 20), the absolute values determined with different techniques are off by a constant factor. Again, for most practical analysis purposes, only changes in the relative film thicknesses are important because a local instrument calibration will usually be applied which will eliminate the deviation as long as it is a constant factor.

The peak-shape technique was used to study changes in surface composition during oxidation \cite{105–107,109,130}. A recent example is a quantitative in situ investigation of the initial oxidation stages on three FeCrNi-alloy surfaces, focusing on the effect of minor alloying elements \cite{105}. The composition and morphology of the nano-scale surface oxides were determined quantitatively by peak-shape analysis using the QUASES software \cite{58}. An example of the fitting procedure for one alloy composition is shown in Fig. 23. By this type of analysis quite detailed information on the nano-structures was obtained for different alloys as seen in the lower panel of Fig. 23 (see \cite{105} for details).

Note that, rather than removing the extrinsic electrons (as in Figs. 14 and 16), the method in Section 4.1 was used in Fig. 23, i.e. the spectra are modeled by Eq. (10) and reference spectra of the various metal and oxide peaks were used as input spectra in these calculations.

6. Approximate algorithms for spectral inversion

The set of equations presented in Section 4 are exact. They may be solved efficiently by proper application of numerical fast Fourier transformation methods and in this way provide detailed quantitative information as also seen in the above examples. However, for some applications it may be of interest to use a simpler set of approximate inversion algorithms published earlier \cite{55,56,81,140}.
which were obtained by expanding the expressions in Section 4 for \( F(E, \Omega) \) in terms of multiple inelastic-scattering events. The complex integral over the variable \( s \) is then avoided and the formulae can readily be evaluated with simple numerical methods. These approximate algorithms are summarized in this section. To simplify the formulas, we define the convolution integral

\[
KH(E) = \int_E^{E_{\text{max}}} J(E')K(E' - E)dE'
\]

(50)

6.1. Exponential and homogeneous depth distribution

Many profiles may be approximately described by an exponential atom depth distribution

\[
f(z) = ce^{-z/L}
\]

(51)

In this case, the simple and exact formula, Eq. (30), applies [81] and

\[
F(E, \Omega) = \frac{L + \lambda \cos \theta}{c \lambda L \cos \theta} \left[ \frac{1}{L + \lambda \cos \theta} KH(E) \right]
\]

(52)

6.1.2. Delta layer profile

For

\[
f(z) = N\delta(z - z_0)
\]

(53)

one obtains [140]

\[
NF(E, \Omega) \approx e^{z_0/\lambda \cos \theta} \left[ \frac{z_0}{\cos \theta} KH(E) + \frac{1}{2} \left( \frac{z_0}{\cos \theta} \right)^2 \right] \int_E^{E_{\text{max}}} dE' K(E' - E)KH(E')
\]

(54)

6.1.3. Substrate with an overlayer

For

\[
f(z) = \begin{cases} 0 & \text{for } 0 < z < \Delta z \\ c & \text{for } \Delta z < z \\ \end{cases}
\]

(55)

one obtains [56]

\[
F(E, \Omega) \approx \frac{1}{c \lambda \cos \theta} e^{\Delta z/\lambda \cos \theta} \left\{ \frac{\Delta z}{\cos \theta} + \lambda \right\} KH(E)
\]

\[
+ \left[ \frac{\lambda \Delta z}{\cos \theta} + \frac{1}{2} \left( \frac{\Delta z}{\cos \theta} \right)^2 \right] \int_E^{E_{\text{max}}} dE' K(E' - E)KH(E')
\]

\[
- \frac{\lambda}{2} \left( \frac{\Delta z}{\cos \theta} \right)^2 \int_E^{E_{\text{max}}} dE' K(E' - E) \int_E^{E_{\text{max}}} dE'' K(E'' - \Delta z)KH(E'' - E)
\]

(56)

6.2. Algorithm for automatic XPS data processing

Application of the above formalism and of the rigorous formalism in Section 4 is, in principle, straightforward in particular with the availability of user-friendly software [58]. However operator interaction is necessary to decide by visual inspection when a good set of structure parameters has been obtained. It is therefore not well suited for automated data processing. Automation is very important for routine analysis and in particular it is mandatory for XPS-imaging where thousands of spectra must be analyzed. In recent years there has therefore been interest in alternative algorithms which may be less accurate but which can be used for automation.

Such an algorithm, based on analysis of electron energy loss, was first suggested in [55,56] and later improved [59] and its validity has been tested experimentally [59,60] and was recently applied to 3D XPS imaging [61–63]. The algorithm is naturally less accurate than the more detailed peak-shape analysis method but it is very robust [59] and it gives an accurate determination of the amount of substance AOS\( \lambda \) (i.e. the number of atoms per unit surface area) at depths \( z \) between 0 and \( 3 \lambda \) and it also gives a depth sectioning which estimates the depth distribution of the atoms. In this method, all depth distributions are approximated as exponential, i.e. \( \exp(-z/L) \) where \( L \) is a characteristic decay length for the profile. The basic idea behind the method is that Eq. (30) is an exact solution to the analysis of the spectra for all depth profiles of exponential form, and application of this to a general (not necessarily exponential) profile therefore determines the “best” exponential profile fit to the actual depth profile. If most atoms are at shallow depths, \( L \) will turn out to be small and positive, while if most atoms are at large depths, \( L \) will be small and negative. To be specific, the method is as follows: the measured spectrum, \( J(E) \), is first corrected by

\[
F(E) = J(E) - B_1 \int_E^{E_{\text{max}}} J(E') \frac{E' - E}{(C + (E' - E)^2)^2} dE'
\]

(57a)

where \( C = 1643 \text{ eV}^2 \). For polymers, and other materials (such as Si and Al) with sharp plasmon structure, the three-parameter cross-section (see Section 3.2.1) is more accurate and then

\[
F(E) = J(E) - B_1 \int_E^{E_{\text{max}}} J(E') \frac{E' - E}{(C + (E' - E)^2)^2 + D(E' - E)^2} dE'
\]

(57b)

where \( C \) and \( D \) depend on the material (see Table 1).

Rather than attempting to fit the spectrum over a wide energy range, \( B_1 \) is adjusted to give zero intensity (\( F(E) = 0 \)) at a point 30 eV below the peak centroid \( E_p \) (see Fig. 24) (in [59] it was found that the result of the analysis varies only little if this point is chosen at 20 or 40 eV rather than at 30 eV). It is simple to get a computer to do this and thus to automate the analysis. From \( B_1 \), the decay length

\[
L = \frac{B_1}{B_0 - B_1} \lambda \cos \theta
\]

(58)

is determined. Here \( B_0 \) is the value of \( B_1 \) determined from analysis, by Eq. (57a), of the spectrum from a homogeneous sample. In practice, \( B_0 \) is \( \sim 3000 \text{ eV}^2 \) for most materials. The depth distribution is then estimated from the rules in Table 3 [59,60]. These rules were found from a systematic study of sets of both model and experimental spectra.

This tedious systematic study of numerous sets of theoretical model spectra calculated with Eq. (10), which is the foundation behind the rules in Table 3, is largely unpublished [141] but some of these as well as the experimental proof of their practical validity are found in [59,60]. A negative value of \( L \) corresponds to a depth
distribution that increases with depth within the analyzed depths (i.e. for \( z \) up to \( \sim 5\lambda \)). The accuracy is enhanced if, for a given system, the value \( B_0 \) is fine-tuned by replacing it by \( B_{H1} \) where \( B_{H1} \) is determined by analysis, from Eqs. (57a) and (57b), of a spectrum from a sample that is known to have a homogeneous atom distribution.

The absolute amount of substance within the outermost \( \sim 3\lambda \) is

\[
\langle \text{AOS} \rangle_{3\lambda} = \frac{L + \lambda \cos \theta}{1 - e^{-(3\lambda \cos \theta + 4\lambda) / (L \cos \theta)}} A_p \frac{c_H}{A_H} \left( 1 - e^{-3\lambda / L} \right)
\]

where the peak-area is

\[
A_p = \int_{E_p-30\text{eV}}^{E_{\text{max}}} F(E) dE
\]

and \( A_H \) is the peak-area from a solid with a homogeneous atomic distribution of density \( c_H \). If the objective is to find the relative \( \langle \text{AOS} \rangle_{3\lambda} \) in a set of samples, then it is not necessary to use a reference sample and determine \( c_H/A_H \). It is often convenient to define an equivalent film thickness

\[
d = \frac{\langle \text{AOS} \rangle_{3\lambda}}{c_H}
\]

which is the thickness of the material if it were distributed as a uniform film with the same atom density as in the reference. If \( c_H \) is in atoms/nm\(^3\) and \( \lambda \) is in nm, then AOS is in atoms/nm\(^2\) and \( d \) is in nm.

The algorithm is exact to the extent that the depth distribution is exponential. However it gives a good measure for the amount of substance even if the depth profile deviates considerably from an exponential. This was shown in [59] for experimental spectra produced by placing the same \( \sim 1\) nm thick Au-layer at varying depths in a Ni matrix. The obtained \( L \) values agreed with the expected depth profile and the error in \( \langle \text{AOS} \rangle_{3\lambda} \) was found to be only \( \sim 15\% \) when this method is used. This should be compared to an error of up to 90\% when the morphology effect is neglected and the amount of substance is taken to be proportional to the Au4d peak-area.
Another experimental test was done in [60] by application to analysis of thin films of varying thickness (in the range ∼0.5–10 nm) of Au evaporated on a Ni polycrystalline sample. The film thicknesses had previously been determined by both the more detailed XPS peak-shape analysis method in Section 4 and by RBS. Spectra from five samples and from pure Au and Ni reference samples taken in the Ni2p and Au4d energy regions are shown in Fig. 25 (upper left panels). The spectra were analyzed with Eq. (57a). Examples of analyzed Ni2p and Au4d spectra are shown in Fig. 25. Note also that although the Ni2p intensity for samples 5 and 4 are very low, analysis of these spectra is still straightforward and can easily be automated as seen in the right-hand panels of Fig. 25. The detailed outcome of this analysis is given in [60]. In brief, it is found that the result for both $(\text{AOS})^3_{32}/NAK$ and the rules in Table 3 were in very good agreement with the known nano-structures of these samples.

7. Application to 3D XPS imaging

XPS imaging has become of increasing interest in the past decade due to both improvements in data-acquisition and subsequent processing. In particular, it is important for nanotechnological applications to determine the depth distribution on a nano-meter scale accurately. Most XPS imaging is done by plotting the peak intensity measured for each pixel. This may give erroneous results. Thus, for a nano-structured sample where different pixels have depth distributions of Au atoms as in Fig. 1 in Section 1, since the Au4d peak intensity is identical for all pixels, an XPS image based on peak intensities from such a nicely nano-structured sample would show no contrast. Improved imaging of film thickness by ARXPS [142] has been achieved. This, of course, will work fine for rather flat surfaces but for rough or nano-structured surfaces, the shadowing effect will ruin the depth information in the XPS signal at non-normal emission angles. Images where the peak-shape is taken into account using ratios of peak-area to background signal [144] for each pixel, have also been obtained [143]. Recently the algorithm in Section 6.2 was applied and this will now be discussed.

The algorithm in Section 6.2 produces two numbers for each pixel, namely the characteristic depth $L$ and the $(\text{AOS})^3_{32}$, and those are used together with the rules in Table 3 to produce several images of the structure as a function of depth. In [61] it was demonstrated that this produces detailed images of a plasma-patterned polymer on Teflon. The rules in Table 3 were used to qualitatively categorize the pixels into three groups: those pixels where F atoms (from Teflon) are at depths < $\lambda$ (surface), at depths > $\lambda$ (bulk), and where the F atoms have a roughly constant concentration throughout the depth interval from 0 to $3\lambda$ (homogeneous), respectively. The produced images were in good agreement with the expected qualitative nano-structure of the sample. In a further paper [62], a quantitative test of the algorithm was made by analyzing sets of Ag3d XPS spectra taken from a series of samples with different effective thicknesses of plasma-patterned octadiene (2, 4, 6 and 8 nm) on a silver substrate. The width of the octadiene strip was 125 nm. The authors produced images of the amount of silver atoms in the outermost $\sim 3\lambda$ (=9 nm) of the samples as well as images of depth sections from the $L$ values and the rules in Table 3. The latter are shown in Fig. 26, which gives a surprisingly detailed picture on the nano-depth scale of the studied structures. The first column shows pixels with $|L| > 3\lambda$ (corresponding to a roughly homogeneous distribution of Ag). And as seen very few pixels fulfill this criterion (due to sur-
Fig. 26. Pixels for which (a) \(-1.25 < L/(3\lambda/NAK) < -1.1\), (b) \(-1.1 < L/(3\lambda/NAK) < -0.9\), (c) \(-0.9 < L/(3\lambda/NAK) < -0.78\), (d) \(-0.78 < L/(3\lambda/NAK) < -0.7\), (e) \(-0.7 < L/(3\lambda/NAK) < -0.62\), and (f) \(-0.62 < L/(3\lambda/NAK) < -0.58\) (black means the criterion is fulfilled). The corresponding approximate depth scale is shown in the bottom, from [62].

face contamination). The following columns show pixels for which the Ag atoms are buried at increasingly larger depths. The row at the bottom shows the approximate depth scale (3\(\lambda/NAK\) = 9 nm) in all cases the depth probed. Thus, e.g. column (c) of Fig. 26 shows the pixels where the overlayer is (9–7.5) nm = 1.5 nm. Consider now the top row for the sample with a nominal 2 nm thick octadiene strip, where the image in (a) shows that very few pixels have uniform Ag distribution (i.e. it is contaminated), (b) shows that the thickness of the contamination layer is \(\sim 0.5\) nm and (c) together with (d) shows that the octadiene strip is \(\sim 1.5\) nm in the middle and lower end and 3 nm thick at the top end, while (e) and (f) show that no pixels are covered with an overlayer >3 nm as expected. For the nominal 4 nm sample, Fig. 26 (a) shows that in no pixels is Ag uniformly distributed (i.e. all are contaminated). Fig. 26 (b), (c), and (d) shows that most pixels outside the strip are contaminated with a 1.5 nm thick layer and a few are covered with a 0.5 and 3 nm contamination layer. Fig. 26(d) and (e) show that for the 4 nm sample, the octadiene layer thickness is \(\sim 3\) at one end and \(\sim 5\) nm at the other; (f) shows that no pixels are covered with overlayer >5 nm. For the nominal 6 nm sample, we see from Fig. 26(a) that the distributions of Ag atoms are homogeneous in very few pixels. In Fig. 26(b) we see that the thickness of the contamination layer is \(\sim 0.5\) nm. Fig. 26(c) and (d) shows that the nominal 6 nm thick octadiene strip has a border with a thickness varying from \(\sim 1.5\) to 3 nm (see also Fig. 27). Fig. 26 (e) shows pixels which are covered with \(\sim 5\) nm octadiene. Fig. 26(f) shows that for a few pixels the thickness of the octadiene overlayer is \(\sim 6.5\) nm. From Fig. 26(c–f), one gets an impression of the shape of the octadiene strip. For the 8 nm sample, a similar trend as for the 6 nm sample is seen. Fig. 27 shows a schematic of the structure deduced from the images of the sample with 6 nm nominal thick stripe. The width across the strip in the series (b)–(c)–(d)–(e) decreases gradually which shows that the structure is tapered as in Fig. 27.

These results clearly show the potential of the method for quantitative and non-destructive imaging of the in-depth distribution of atoms with sub-nano-meter depth resolution and therefore, the ability to produce 3D images. In both Refs. [61,62], the algorithm was applied to relatively strong XPS peaks, and the data-acquisition time was also rather long. The spectra were smoothed using a quadratic,7-point Savitzky–Golay filtering [145] followed by pixel averaging. However, this procedure for noise-reduction may not be sufficient for imaging of atoms with a low photoionization cross-section. Furthermore, it would be a significant advantage for practical use if the data-acquisition time could be reduced, which, however, would lead to increased noise. More efficient methods for noise-reduction such as principal component analysis (PCA), which utilizes the full set of data, may be expected to give a
Fig. 28. 3D XPS imaging of a patterned structure made by thermally oxidizing a silicon wafer. The images of pixels with different oxide and carbon thickness were determined from analysis of the O1s and C1s peaks. The schematic shows the interpretation of the structure. The images were taken from [63].

Further improvement in the signal-to-noise ratio. This was recently addressed by studying a patterned structure made on a thermally oxidized silicon wafer [63]. It was coated with positive resist and then exposed with UV light through a mask. The exposed resist was developed away and the oxide was etched with HF acid and then the remaining resist was stripped off using plasma. Spectra in 256 × 256 pixels from an area of 800 μm × 800 μm of O1s, Si2p and C1s peaks which have rather low photoionization cross-sections were measured without using a high spectrometer pass energy. Therefore, the signal-to-noise level for these spectra was very low. In [63] the effect of noise-reduction procedures was studied in detail and PCA was found to be very efficient in reducing the noise in these large sets of spectra.

Images from analysis of the O1s and the C1s peaks are shown in Fig. 28. The O1s images show a thick oxide layer outside the squares and a ~1.5 nm thick oxide layer in the squares. It is interesting to see that the edges of the etched patches have a ~3 nm oxide thickness. The corresponding structure is shown schematically. Similarly the C1s images show that the C-contamination is ~1 nm thick outside and <0.5 nm thick in the etched squares. A region in the upper left corner has a ~3 nm thick C-contamination and this structure is conical as seen from the image of pixels with 2 nm thick C.

8. Conclusions

Energy-loss processes are important to interpret X-ray photoelectron spectra (XPS). First-principles quantum-mechanical descriptions have been valuable to enlighten the fundamental mechanisms behind the photoexcitation process but their complexity makes them impractical for general calculations. In recent years, a more feasible semi-classical model was used where the interaction of valence electrons with the field from both the static core-hole and the moving photoelectron is described by the dielectric function of the medium. With this model, calculations for general materials are straightforward provided the dielectric function is known.
There are in principle two origins to the energy-loss structure. The first is due to the sudden creation of the core-hole and the second to the photoelectron as it moves towards the surface. The corresponding energy-loss processes are usually called “intrinsinc” and “extrinsic” excitations, respectively. In addition, the presence of the surface may cause considerable changes in the energy loss spectrum as well as in the peak intensity. Model calculations show that these processes can in principle not be treated as separate effects. The dielectric-response model gives an adequate description but is impractical for fast routine XPS analysis.

The description of XPS becomes much simpler if one assumes a complete decoupling of the effects by separating them into two or three processes, i.e. first the core-electron is excited followed by the second step in which the electron is transported to nearby the surface and finally, in the third step, it escapes through the surface region and travels in the vacuum to the electron energy analyzer. A further simplification is obtained in the two-step model, where the excitations in the third step are replaced by bulk excitations for paths up to the surface–vacuum interface and the excitations while the electron moves in the vacuum are ignored. Although the extrinsic/intrinsic contributions to the energy loss structure vary considerably with energy, geometry and depth, it turns out that the two-step model is valid to describe the changes in both peak intensities and energy-loss structure caused by variations in the depth distribution of excited electrons.

The change in energy spectra in the two-step model depends on the inelastic-scattering cross-section. Calculations from the dielectric function or determination from experiments are possible but in practical applications, the composition varies along the path the electron follows which complicates the description considerably. This problem is simplified with the introduction of the concept of universality classes of cross-sections.

Rigorous algorithms to calculate the XPS energy spectra within the two-step model were developed almost two decades ago. The extrinsic contributions will vary with the depth distribution of photoemitting atoms and from analysis of this, quantitative information on the depth distribution of atoms can then be determined. Since this method is non-destructive and all information is found from analysis of a single spectrum, it is possible to monitor composition changes on the nano-scale as they happen for example during deposition, annealing or chemical reactions.

Application of this formalism is straightforward and a few examples were discussed. Automatic data analysis is important for routine XPS work and mandatory for XPS-imaging where thousands of spectra must be analyzed. We then discussed a recently proposed simpler algorithm which is less accurate but which is suitable for automation, and its recent applications to quantitative 3D XPS imaging. This algorithm is also expected to be useful in the development of expert systems for automated XPS analysis.
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